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THEBIGGERPICTURE Machine learning (ML) increasingly permeates every sphere of life. Complex, contex-
tual, continually moving social and political challenges are automated and packaged as mathematical and
engineering problems. Simultaneously, research on algorithmic injustice shows howML automates and per-
petuates historical, often unjust and discriminatory, patterns. The negative consequences of algorithmic sys-
tems, especially on marginalized communities, have spurred work on algorithmic fairness. Still, most of this
work is narrow in scope, focusing on fine-tuning specific models, making datasets more inclusive/represen-
tative, and ‘‘debiasing’’ datasets. Although such work can constitute part of the remedy, a fundamentally
equitable path must examine the wider picture, such as unquestioned or intuitive assumptions in datasets,
current and historical injustices, and power asymmetries.
As such, this work does not offer a list of implementable solutions towards a ‘‘fair’’ system, but rather is a call
for scholars and practitioners to critically examine the field. It is taken for granted that ML and data science
are fields that solve problems using data and algorithms. Thus, challenges are often formulated as problem/
solution. One of the consequences of such discourse is that challenges that refuse such a problem/solution
formulation, or thosewith no clear ‘‘solutions’’, or approaches that primarily offer critical analysis are system-
atically discarded and perceived as out of the scope of these fields. This work hopes for a system-wide
acceptance of critical work as an essential component of AI ethics, fairness, and justice.

Concept: Basic principles of a new
data science output observed and reported
SUMMARY

It has become trivial to point out that algorithmic systems increasingly pervade the social sphere. Improved
efficiency—the hallmark of these systems—drives their mass integration into day-to-day life. However, as a
robust body of research in the area of algorithmic injustice shows, algorithmic systems, especially when used
to sort and predict social outcomes, are not only inadequate but also perpetuate harm. In particular, a persis-
tent and recurrent trend within the literature indicates that society’s most vulnerable are disproportionally
impacted. When algorithmic injustice and harm are brought to the fore, most of the solutions on offer (1)
revolve around technical solutions and (2) do not center disproportionally impacted communities. This paper
proposes a fundamental shift—from rational to relational—in thinking about personhood, data, justice, and
everything in between, and places ethics as something that goes above and beyond technical solutions. Out-
lining the idea of ethics built on the foundations of relationality, this paper calls for a rethinking of justice and
ethics as a set of broad, contingent, and fluid concepts and down-to-earth practices that are best viewed as a
habit and not a mere methodology for data science. As such, this paper mainly offers critical examinations
and reflection and not ‘‘solutions.’’
INTRODUCTION

Algorithmic decision making increasingly pervades the social

sphere. From allocating medical care,1 to predicting crimes,2 se-

lecting social welfare beneficiaries,3 and identifying suitable job

candidates,4,5 complex social issues are increasingly auto-

mated. Artificial intelligence (AI) and machine-learning tools

have become the hammer every messy social challenge is
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bashed with. High efficiency and seemingly neat shortcuts to

complex and nuanced problems make algorithmic systems

attractive. However, automated and standardized solutions to

complex and contingent social issues often contribute more

harm than good—they often fail to grasp complex problems

and provide a false sense of solution and safety. Complex social

issues require historical, political, and moral awareness and

structural change. Any data scientist working to automate issues
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of a social nature, in effect, is engaged in making moral and

ethical decisions—they are not simply dealing with purely tech-

nical work but with a practice that actively impacts individual

people.

As social processes are increasingly automated and algo-

rithmic decision making deployed across various social spheres,

socially and politically contested matters that were traditionally

debated in the open are now reduced to mathematical problems

with a technical solution.6 The mathematization and formaliza-

tion of social issues brings with it a veneer of objectivity and po-

sitions its operations as value-free, neutral, and amoral. The

intrinsically political tasks of categorizing and predicting things

such as ‘‘acceptable’’ behavior, ‘‘ill’’ health, and ‘‘normal’’ body

type then pass as apolitical technical sorting and categorizing

tasks.7 Unjust and harmful outcomes, as a result, are treated

as side effects that can be treated with technical solutions

such as ‘‘debiasing’’ datasets8 rather than problems that have

deep roots in the mathematization of ambiguous and contingent

issues, historical inequalities, and asymmetrical power hierar-

chies or unexamined problematic assumptions that infiltrate

data practices.

The growing body of work exposing algorithmic injustice has

indeed brought forth increased awareness of these problems,

subsequently spurring the development of various techniques

and tactics tomitigate bias, discrimination, and harms. However,

many of the ‘‘solutions’’ put forward (1) revolve around technical

fixes and (2) do not center individuals and communities that are

disproportionally impacted. Relational ethics, at its core, is an

attempt to unravel our assumptions and presuppositions and

to rethink ethics in a broader manner via engaged epistemology

in a way that puts the needs and welfare of the most impacted

and marginalized at the center.

In the move to rethink ethics, concrete knowledge of the lived

experience of marginalized communities is central. This begins

with awareness and acknowledgment of historical injustices

and the currently tangible impact of AI systems on vulnerable

communities. The core of this framework is grounding ethics

as a practice that results in improved material conditions for in-

dividuals and communities whilemoving away from ethics as ab-

stract contemplations or seemingly apolitical concepts such as

‘‘fair’’ and ‘‘good.’’ Relational ethics, then, is a framework that

necessitates we re-examine our underlying working assump-

tions, compels us to interrogate hierarchical power asymmetries,

and stimulates us to consider the broader, contingent, and inter-

connected background that algorithmic systems emerge from

(and are deployed to) in the process of protecting the welfare

of the most vulnerable.

Through the lens of relational ethics, we explore the wider

social, political, and historical nature of data science, machine

learning, and AI and the need to rethink ethics in broader

terms. This paper primarily offers a critical analysis and en-

courages a grasp of problems from their roots. It departs

from traditional scholarship within the data and AI ethics space

that offer technical solutions, or implementable remedies that

attempt to mitigate problems of ethical, social, and political

nature.

The rest of the paper is structured as follows. In the next sec-

tion, we flesh out the roots of relational ethics and provide com-

parisons of relationality with the dominant orthodoxy, rationality.
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We then lay out the four tenets of relational ethics, followed by a

brief conclusion.
RELATIONAL ETHICS: THE ROOTS

Before delving into the roots and central tenets of relational

ethics, it makes sense to make visible the dominant school of

thought: rationality. Relationality exists both as a push back

against rationality, but also on its own right, for example in the

case of ubuntu as a philosophy, ethics, and way of life.9 (A brief

web search for ‘‘ubuntu’’ brings up information on a Linux oper-

ating system that has been around since 2004, usurping the orig-

inal meaning of the word that has existed for centuries within

sub-Saharan Africa. The appropriation of the word with its rich

culture and history to a shallow tech sloganeering is not only

wrongful but also symptomatic of the Western tech world’s

inability to center non-Western perspectives while stripping

them of their rich culture, history, and meaning.) At the heart of

relational ethics is the need to ground key concepts such as

ethics, justice, knowledge, bias, and fairness in context, history,

and an engaging epistemology. Fundamental to this is the need

to shift over from prioritizing rationality as of primary importance

to the supremacy of relationality.
Rationality: the dominant orthodoxy

‘‘Renaissance thinkers like Montaigne acknowledged that

universal, foundational principles cannot be applied to

such practical matters as law, medicine and ethics; the

role that context and history play in those areas pre-

vents it.’’

Alicia Juarrero10

The rational view serves as the backbone for much of Western

science and philosophy, permeating most fields of enquiry (and

social and institutional practices) from the life sciences, to the

physical sciences, the arts and humanities, and to the relatively

recent field of computer science.11,12 The rational worldview,

the quintessential orthodoxy for Western thought, can be exem-

plified by the deep contention that reason and logical coherence

are superior for knowledge production (in understanding the

world) above and beyond relational and embodied becoming.

The privileging of reason as the ultimate criterion makes knowing

a distant act. The deep quest for the rational worldview is cer-

tainty, stability, and order, and thus isolation, separation, and

clear binaries form the foundations in place of connectedness,

interdependence, and dynamic relation.13 Since the rational

worldview has come to be seen as the standard, anything

outside of this is viewed as an outlier. Spelling out what this

worldview entails, what its underlying assumptions are, and the

consequences for a subject of enquiry which inherits this world-

view, therefore, is an important step toward providing context for

the relational worldview.

Although the rationalist worldview results from the accumula-

tion of countless influences from pivotal thinkers, its lineage can

be traced through Western influential giants such as Newton,

Descartes, and all the way back to Plato. René Descartes, the

quintessential rationalist, attempted to establish secure founda-

tions from which knowledge can be built based solely on reason
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and rational thought. In this quest, Descartes attempted to rid us

of unreliable, changeable, and fallible human intuitions, senses,

and emotions in favor of reason and crystalline logic.14 At the

heart of his quest was to uncover the permanent structures

beneath the changeable and fluctuating phenomena of nature

on which he could build the edifice of unshakable foundations

of knowledge. Anything that can be doubted is eliminated. Sub-

sequently, discussions and understanding of concepts such as

knowledge and ethics tend to be abstract, genderless, context-

less, and raceless. Knowledge, according to this worldview, is

rooted in the ideal rational, static, self-contained, and self-suffi-

cient subject that contemplates the external world from afar in a

‘‘purely cognitive’’ manner as a disembodied and disinterested

observer.15 In the desire to establish timeless and absolute

knowledge, abstract and contextless reasoning is prioritized

over concrete lived experience submersed in co-relations, inter-

dependence, fluidity, and connectedness.16 More fundamen-

tally, Ahmed17 contends that all bodies inherit history and the in-

heritance of Cartesianism is grounded in a white straight

ontology. The reality of the Western straight white male then

masquerades as the invisible background that is taken as the

‘‘normal,’’ ‘‘standard,’’ or ‘‘universal’’ position. Anything outside

of it is often cast as ‘‘dubious’’ or an ‘‘outlier.’’

In a similar vein, and with a similar fundamental influence as

Cartesianism, the Newtonian worldview aspired to pave the

path for universal knowledge in a supposedly observer-free

and totally ‘‘objective’’ manner. This thoroughly individualistic

worldview sees the world as containing discrete, independent,

and isolated atoms. Neat explanations and certainty in the face

of ambiguity provide a sense of comfort. Within the physical

world, Newtonian mechanistic descriptions allowed precise pre-

dictions of systems at any particular moment in the future, given

knowledge of the current position of a system. This view fared

poorly, however, when it came to capturing the messy, interac-

tive, fluid, and ambiguous world of the living who are inherently

context bound, socially embedded, and in continual flux.

Emphasizing the futility of reductionist approaches to complex

adaptive systems, Cilliers18 (p.64) contends, ‘‘From the argument

for the conservation of complexity—the claim that complexity

cannot be compressed—it follows that a proper model of a com-

plex system would have to be as complex as the system itself.’’

In a worldview that aspires for objective, universal, and timeless

knowledge, the very idea of complex and changing interdepen-

dence and co-relations—the very essence of being insofar as

there can be any—are not tolerated. Despite the inadequacy of

the billiard ball model of Newtonian science in approaching com-

plex adaptive systems such as human affairs, its residue prevails

today, directly or indirectly,19 within the data sciences and the

human sciences in general.

The historic Bayesian framework of prediction20 has played a

central role in establishing a normative explanation of behav-

iors.21 Bayes’ approach, which is increasingly used in various

areas including data science, machine learning, and cognitive

science,22,23 played a pivotal role in establishing the cultural priv-

ilege associated with statistical inference and set the ‘‘neutrality’’

of mathematical predictions. Price, who published the papers af-

ter Bayes’ death, noted that Bayes’ methods of prediction

‘‘shows us, with distinctness and precision, in every case of

any particular order or recurrence of events, what reason there
is to think that such recurrence or order is derived from stable

causes or regulations in nature, and not from any irregularities

of chance’’20 (p.374). However, despite the association of Bayes

with rational predictions, Bayesian models are prone to spurious

relationship and amplification of socially held stereotypes.24

Horgan25 notes, ‘‘Embedded in Bayes’ theorem is a moral mes-

sage: If you aren’t scrupulous in seeking alternative explanations

for your evidence, the evidencewill just confirmwhat you already

believe.’’

Dichotomous thinking—such as subject versus object,

emotion versus reason—persists within this tradition. Ethical

and moral values and questions are often treated as clearly

separable (and separate) from ‘‘scientific work’’ and as some-

thing with which the scientist need not contaminate their ‘‘objec-

tive’’ work. In its desire for absolute rationality, Western thought

wishes to cleave thought from emotion, cultural influence, and

ethical dimensions. Abstract and intellectual thinking are re-

garded as the most trustworthy forms of understanding, and ra-

tionality is fetishized. Data science, and the wider discipline of

computer science, have implicitly or explicitly inherited this

worldview.11 These fields, by and large, operate with rationalist

assumptions in the background. The view of the data scientist/

engineer is mistaken as ‘‘the view from nowhere’’—the ‘‘neutral’’

view. Misconceptions such as a universal, relatively static, and

objective knowledge that can emerge from data are persis-

tent.26 Data science and data practices reincarnate rationalism

in many forms, including in the manner in which messiness, am-

biguity, and uncertainty are not tolerated; in the pervasive binary

thinking (such as emotion versus reason, where the former is

assumed to have no place in data science); the way in which

data are often severed from the person (with emotions, hopes,

and fears) in whom they are rooted and the context in which

they emerge; the manner in which the dominant view is taken

as the ‘‘God’s eye view;’’ and the way questions of privilege

and oppression are viewed as issues with which the data sci-

ences need not concern themselves. Not only does the inheri-

tance of rationality to data sciences and computation make

these fields inadequate to deal with complex and inherently in-

determinable phenomena, Mhlambi11 has further argued that

the AI industry, grounded in rationality, reproduces harmful

and discriminatory outcomes.

Relationality
Contrary to the rationalist and individualist worldview, relational

perspectives view existence as fundamentally co-existent in a

web of relations. Various schools of thought can be grouped un-

der the umbrella of the relational framework with a core com-

monality of interdependence, relationships, and connectedness.

Relational-centered approaches include Black feminist (Afro-

feminist) epistemologies, embodied and enactive approaches

to cognitive science, Bakhtinian dialogism, ubuntu (the sub-Sa-

haran African philosophy), and complexity science. (This is not

an exhaustive list of all approaches that could be identified as

relational. The focus on these specific schools of thought and

approaches, as opposed to others that might fall under relational

approaches, is heavily influenced by the author’s background

and academic training.) Although these schools of thought vary

in their subjects of enquiry, aims, objectives, and methods,

they have relationality in common.
Patterns 2, February 12, 2021 3
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Relational frameworks emphasize the primacy of relations and

dependencies. These accounts take their starting point in recip-

rocal co-relations. Kyselo,27 for example, contends that the self

is social through and through—it is co-generated in interactions

and relations with others. We achieve and sustain ourselves

together with others. Similarly, according to the sub-Saharan

tradition of ubuntu as encapsulated by Mbiti’s28 phrase ‘‘I am

because we are, and since we are, therefore I am,’’ a person

comes into being through the web of relations. In a similar

vein, Bakhtin29 emphasized that nothing is simply itself outside

the matrix of relations in which it exists. It is only through an

encounter with others that we come to know and appreciate

our own perspectives and form a coherent image of ourselves

as a whole entity. By ‘‘looking through the screen of the other’s

soul,’’ he wrote, ‘‘I vivify my exterior.’’ Selfhood and knowledge

are evolving and dynamic; the self is never finished—it is an

open book.30

Relational ethics takes its roots from these overlapping frame-

works. In the rest of this section we delve into Afro-feminist

thought and the enactive approach to cognitive science with

the aim of providing an in-depth understanding of the roots of

the relational worldview.

Afro-feminism

‘‘Knowledge without wisdom is adequate for the powerful,

but wisdom is essential for the survival of the subor-

dinate.’’

Patricia Hill Collins31

Pushing back against the dominant Western orthodoxy, Afro-

feminist epistemology grounds knowing in an active and

engaged practice. The most reliable form of knowledge, espe-

cially concerning social and historical injustice, is grounded in

lived experience. One of the most prominent advocates of

Afro-feminist epistemology, Patricia Hill Collins,31 emphasizes

that people are not passive cognizers that contemplate and

grasp the world in abstract forms from a distance; instead,

knowledge and understanding emerge from concrete lived ex-

periences. At the heart of it, the Afro-feminist approach to

knowing contends that concrete experiences are primary and

abstract reasoning secondary. Knowing and being are active

processes that are necessarily political and ethical. Drawing

core differences between the dominant Western tradition and

the Afro-feminist perspective, Collins identifies two types of

knowing: knowledge and wisdom. Knowledge is closely tied to

what Collins calls ‘‘book learning’’—learning that emerges from

reasoning about the world from a distance in a rational way.

This form of knowledge aspires to arrive at ‘‘an objective truth’’

that transcends context, time, specific and particular conditions,

and lived experiences. Wisdom, on the other hand, is grounded

in concrete lived experience. Formal education, according to

Collins, is not the only route to such forms of knowledge, and

wisdom holds high credence in assessing knowledge claims.

Distant statistics or theoretical accuracies do not take prece-

dence over the actual experience of a person. Knowledge claims

are not worked out in isolation from others but are developed in

dialog with the community. It is taken for granted that there exists

an inherent connection between what one does and how one

thinks. This is especially the case when the type of knowledge
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in question concerns oppression, structural discrimination, and

racism. Wisdom, and not ‘‘book learning,’’ enables one to resist

oppression. From the core arguments of Afro-feminist episte-

mology, it follows that concepts such as ethics and justice

need to be grounded in concrete events informed by lived expe-

rience of themostmarginalized individuals and communities that

pay the highest price for algorithmic harm and injustice.

Current data practices, for the most part, follow the rational

model of thinkingwhere data are assumed to represent theworld

out there in a ‘‘neutral’’ way. In the process of data collection, for

example, the data scientist decides what is worth measuring

(making some things visible and others invisible by default) and

how. In the process of data cleaning, rich information that pro-

vides context about which data are collected and how datasets

are structured is stripped away. Emphasizing the importance of

contexts for datasets, Loukissas32 has proposed a shift into

thinking in terms of data settings instead of datasets.

The rational worldview that aspires to an ‘‘objective’’ knowl-

edge from a ‘‘God’s eye view’’ has resulted in the treatment of

the researcher as invisible, and their interests, motivations, and

background as inconsequential. In contrast, for Afro-feminist

thought, the researcher is an important participant in the knowl-

edge production process.33 For Sarojini Nadar,34 coming to

know is an active and participatory endeavor with the power to

transform. Consequently, narrative research, since it puts story

telling at the center, invites us to consider stories as ‘‘data with

soul.’’34

Enactive cognitive science

‘‘Loving involves knowing, and [.] knowing involves lov-

ing. Loving and knowing, for human beings, entail each

other. To understand knowing only ‘‘coldly,’’ abstractly,

objectively is either not to see the loving involved, or not

to know fully.’’

Hanne De Jaegher35

In a similar vein to Afro-feminist thought, the enactive cognitive

science theory of participatory sense-making36 advocates for an

active and engaged knowing rooted in our relating. A proponent

of this position, Hanne De Jaegher,35 contends that our most so-

phisticated human knowing lies in how we engage with each

other. In a recent work, De Jaegher35 emphasizes that discrete,

rational knowing comes at the detriment of ‘‘Knowing-in-

connection.’’ Far from a distant and ‘‘objective’’ discretizing

logic, knowing is an activity that happens in the relationship be-

tween the knower and the known. Proposing an understanding

of human knowing in analogy with loving, De Jaegher argues

that in knowing, like loving, what happens is not neutral, general,

or universal. Knowers, like lovers, are not abstract subjects but

are particular and concrete. ‘‘Who lovesmatters’’—and both lov-

ing and knowing take place in the relation between them.35

Human knowing is based not on purely rational logic, as the

rational worldview has assumed, but on living and connected

know-hows. ‘‘Our most sophisticated knowing,’’ according to

De Jaegher, ‘‘is full of uncertainty, inconsistencies, and ambigu-

ities.’’ One of the consequences of prioritizing reason is that

knowledge of the world and of other people becomes something

that is rooted in the individual person’s rational reasoning, in

direct contrast to engaged, active, involved, and implicated
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knowing. Humans are inherently historical, social, cultural,

gendered, politicized, and contextualized organisms. Accord-

ingly, their knowing and understanding of the world around

them necessarily takes place through their respective lenses.

People are not solo cognizers that manipulate symbols in their

heads and perceive their environment in a passive way, as the

rationalist view would suggest, but they actively engage with

the world around them in a meaningful and unpredictable way.

Living bodies, according to Di Paolo et al.,37 are processes,

practices, and networks of relations which have ‘‘more in com-

mon with hurricanes than with statues.’’ They are unfinished

and always becoming, marked by ‘‘innumerable relational possi-

bilities, potentialities and virtualities’’ and not calculable entities

whose behavior can neatly be categorized and predicted in a

precise way. Bodies ‘‘. grow, develop, and die in ongoing

attunement to their circumstances . Human bodies are path-

dependent, plastic, nonergodic, in short, historical. There is no

true averaging of them.’’37 (p.97) What might a version of

ethics—in the context of data practices and algorithmic sys-

tems—that takes the core values of enactive cognitive science

and Afro-feminist epistemology (described in the two preceding

subsections) as its foundations look like? The next section de-

tails this issue.

Before we delve into that, it is worth reemphasizing that while

the rational worldview tends to see knowledge, people, and re-

ality in general as stable, for relational perspectives, we are fluid,

active, and continually becoming. Nonetheless, the relational

versus rational divide is not something that can be clearly demar-

cated, but overlaps with fuzzy boundaries. Some approaches

might prove difficult to fit in either category while others serve

to bridge the gap: Harding’s38 ‘‘strong objectivity’’ is one such

example that links relational and rational approaches. Further-

more, the relational and rational traditions exist in tension with

a continual push and pull. For example, complexity science is

a school of thought that emerged from this tension.
ETHICS BUILT ON THE FOUNDATIONS OF
RELATIONALITY
‘‘Ethics is a matter of practice, of down-to-earth problems

and not a matter of those categories and taxonomies that

serve to fascinate the academic clubs and their spe-

cialists.’’

Heinz von Foerster39

What does the idea of ethics—within the context of data prac-

tices and algorithmic systems—built on the foundations of rela-

tionality look like? This section seeks to elucidate this issue.

What follows is not a set of general guidelines, or principles, or

a set of out-of-the-box tools that can be implemented to suppos-

edly cleanse datasets of bias or to make a set of existing algo-

rithmic tools ‘‘ethical,’’ for the problems we are trying to grasp

are deeply rooted, fluid, contingent, and complex. Neither is it

a rationally and logically constructed ‘‘theory of ethics’’ that hy-

pothesizes about morality in abstract terms. Rather, the

following are the central tenets, informed by Afro-feminist and

enactivist perspectives outlined in the previous section, which

should aid in shifting toward an understanding of people and
of concepts such as data, ethics, algorithms, matrices of

oppression, and structural inequalities as inherently interlinked

and processual.

Knowing that centers human relations
Since knowing is a relational affair, it matters who enters into the

knower-known relations. Within the fields of computing and data

sciences, the knower is heavily dominated by privileged groups

of mainly elite, Western, cis-gendered, and able-bodied white

men.40 Given that knower and known are closely tied, this means

that most of the knowledge that such fields produce is reduced

to the perspective, interest, and concerns of such a dominant

group. Subsequently, not only are the most privileged among

us restricted to producing partial knowledge that fits a limited

worldview (while such knowledge, tools, and technologies they

produce are forced onto all groups, often disproportionately

onto marginalized people), they are also poorly equipped to

recognize injustice and oppression.41 D’Ignazio and Klein42 call

this phenomenon ‘‘the privilege hazard.’’ This means that minori-

tized populations (1) experience harm disproportionally and (2)

are better suited to recognize harm due to their epistemic

privilege.43

Centering the disproportionally impacted

The harm, bias, and injustice that emerge from algorithmic sys-

tems varies and is dependent on the training and validation

data used, the underlying design assumptions, and the specific

context in which the system is deployed, among other factors.

However, one thing remains constant: individuals and commu-

nities that are at the margins of society are disproportionally

impacted. Some examples include object detection,44 search

engine results,45 recidivism,46 gender recognition,47 gender

classification,48,49 and medicine.1 The findings of Wilson

et.al.,44 for instance, demonstrate that object detection systems

designed to predict pedestrians display higher error rates identi-

fying dark-skinned pedestrians while light-skinned pedestrians

are identified with higher precision. The use of such systems sit-

uates the recognition of subjectivity with skin tone whereby

whiteness is taken as the ideal mode of being. Furthermore,

gender classification systems often operate under essentialist

assumptions and operationalize gender in a trans-exclusive

way, resulting in disproportionate harm to trans people.48,50

Given that harm is distributed disproportionately and that the

most marginalized hold the epistemic privilege to recognize

harm and injustice, relational ethics asks that for any solution

that we seek, the starting point be the individuals and groups

that are impacted the most. This means we seek to center the

needs and welfare of those that are disproportionally impacted

and not solutions that benefit the majority. Most of the time

this means not simply creating a fairness metric for an existing

system but rather questioning what the system is doing, partic-

ularly examining its consequences onminoritized and vulnerable

groups. This requires us to zoomout and draw the bigger picture:

a shift from asking ‘‘how can we make a certain dataset repre-

sentative?’’ to examining ‘‘what is the product or tool being

used for? Who benefits? Who is harmed?’’

To some extent, the idea of centering the disproportionally

impacted shares some commonalities with aspects of participa-

tory design, where design is treated as a fundamentally partici-

patory act,51 and even aspects of human-centered design,52
Patterns 2, February 12, 2021 5



ll
OPEN ACCESS Perspective
where individuals or groups within a society are placed at the

center. However, the idea of centering the disproportionally

impacted goes further than human-centered or participatory

design as broadly construed. While the latter approaches often

neglect those at the margins53 and shy away from power asym-

metries and structural inequalities that permeate the social

world, and ‘‘mirror individualism and capitalism by catering to

consumer’s purchasing power at the expense of obscuring the

hidden labor that is necessary for creating such system’’54 for

the former, acknowledging these deeply ingrained structural hi-

erarchies and hidden labor is a central starting point. In this re-

gard, with a great emphasis on asymmetrical power relations,

works such as Costanza-Chock’s55 Design Justice and Harring-

ton’s53 The Forgotten Margins are examples that provide in-

sights into how centering the disproportionately impacted might

be realized through design led by marginalized communities.

The central implication of this in the context of a justice-

centered data practice is that minoritized populations that expe-

rience harm disproportionately hold the epistemic authority to

recognize injustice and harm given their lived experience. Under-

standing of these concepts, therefore, needs to proceed from

the experience and testimony of the disproportionately harmed.

The starting point toward efforts such as ethical practice in ma-

chine-learning systems or theories of ethics, fairness, or discrim-

ination needs to center the material condition and the concrete

consequences an algorithmic tool is likely to bring. Having said

that, these are efforts with extreme nuances and magnitudes

of complexity in reality. For example, questions such as ‘‘how

might a data worker engage vulnerable communities in ways

that surface harms, when it is often the case that algorithmic

harms may be secondary effects, invisible to designers and

communities alike, and what questions might be asked to help

anticipate these harms?’’ and ‘‘how do we make frictions, often

the site of power struggles, visible?’’ are difficult questions but

questions that need to be negotiated and reiterated by commu-

nities and data workers.

Bias is not a deviation from the ‘‘correct’’ description
One of the characteristics of a rational worldview is the tendency

to perceive things as relatively static. In a supposedly objective

worldview, bias, injustice, and discrimination are (mis)conceived

as being able to be permanently corrected. The common phrase

‘‘bias in, bias out’’ captures this deeply ingrained reductive

thinking. Although datasets are often part of the problem, this

commonly held belief relegates deeply rooted societal and his-

torical injustices, nuanced power asymmetries, and structural in-

equalities to mere datasets. The implication is that if one can

‘‘fix’’ a certain dataset, the deeper problems disappear. When

we see bias and discrimination, what we see is problems that

have surfaced as a result of a field that has thoughtlessly in-

herited deeply rooted unjust, racist, and white supremacist his-

tories and practices.56 As D’Ignazio and Klein42 contend, ‘‘ad-

dressing bias in a dataset is a tiny technological Band-Aid for a

much larger problem.’’ Furthermore, underlying the idea of

‘‘fixing’’ bias is the assumption that there exists a single correct

description of reality where a deviation from it has resulted in

bias. As we have seen in Rationality: the dominant orthodoxy,

the idea of a single correct description, theory, or approach is

reminiscent of the rationalist tradition where the ‘‘correct way’’
6 Patterns 2, February 12, 2021
is often synonymous with the status quo. The idea of bias as

something that can be eliminated, so to speak, once and for

all, is misleading and problematic. Even if one can suppose

that bias in a dataset can be ‘‘fixed,’’ what exactly are we fixing?

What is the supposedly bias-free tool being applied to? Is it going

to result in net benefit or harm to marginalized communities? Is

the supposedly ‘‘bias-free’’ tool used to punish, surveil, and

harm anyway? And in Kalluri’s57 words, ‘‘how is AI shifting po-

wer’’ from the most to the least privileged? Looking beyond

biased datasets and into deeper structural issues, historical an-

tecedents, and power asymmetries is imperative. The rationalist

worldview and its underlying assumptions are pervasive and

take various nuanced forms. Within the computation and data

sciences, the propensity to view things as relatively static man-

ifests itself in the tendency to formulate subjects of study (peo-

ple, ethics, and complex social problems in general) in terms of

problem / solution. Not only are subjects of study that do not

lend themselves to this formulation discarded but also, this tradi-

tion rests on a misconception that injustice, ethics, and bias are

relatively static things that we can solve once and for all. Con-

cepts such as bias, fairness, and justice, however, are moving

targets. As we have discussed in Relationality, neither people

nor the environment and context in which they are embedded

are static. What society deems fair and ethical changes over

time and with context and culture. The concepts of fairness, jus-

tice, and ethical practice are continually shifting. It is possible

that what is considered ethical currently and within certain do-

mains for certain societies will not be perceived similarly at a

different time, in another domain, or by a different society.

This, however, is not a call to relativism but rather an objection

to static and final answers in the face of fluid reality. Adopting

relational ethics means that we view our understandings, pro-

posed solutions, and definitions of bias, fairness, and ethics as

partially open. This partial openness allows for revision and reit-

eration in accordance with the dynamic development of such

challenges. This also means that this work is never done.
Prioritizing of understanding over prediction

‘‘I have never been impressed with claims that structural

linguistics, computer engineering or some other advanced

form of thought is going to enable us to understand men

without knowing them.’’

Clifford Geertz58

The rationalist tradition’s tendency toward timeless and

generalizable knowledge aspires to establish timeless laws and

generalizable theories. This pipeline takes observed commonal-

ities, recurring similarities, and repeated patterns among past

events or particular behaviors and abstracts them into general-

izations that can be applied toward forecasting the future.

Because the rationalist’s focus is to uncover what remains con-

stant regardless of context, culture, and time, the rationalist view

embraces abstraction, generalization, and universal principles at

the expense of concrete, particular, and contextual understand-

ing—that is, knowledge grounded in active, concrete, and recip-

rocal relationships. According to Geertz,58 the desire to formu-

late general theories is in an irremovable tension with the need

to gain deep understanding of particular and contextual events
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and behaviors. The further theory goes, the deeper the tension.

Geertz suggests that theories and generalizations inevitably

lack deep and contextual understanding of human thought.

Theoretical disquisitions stand far from the immediacies of social

life. Any generalization or theory constructed in the absence of

deep understanding, not grounded in the concrete and partic-

ular, is vacuous.

On a similar note, the Russian philosopher Mikhail Bakhtin re-

fers to the manner in which abstract general rules are derived

from concrete human actions and behaviors as ‘‘theoretism.’’

Bakhtin argues that such attempts to abstract general rules

from particulars ‘‘loses themost essential thing about human ac-

tivity, the very thing in which the soul of morality is to be found,’’

which Bakhtin calls the ‘‘eventness’’ of the event.59 Eventness is

always particular, and never exhaustively describable in terms of

rules. To understand people, we must take into account ‘‘unre-

peatable contextual meaning.’’ Likewise, the historian of science

Lorraine Daston contends that the endeavor for a universal law is

a predicament that does not stand against unanticipated partic-

ulars, since no universal ever fits the particulars.60 Commenting

on current machine-learning practices, Daston61 explains: ‘‘ma-

chine learning presents an extreme case of a very human predic-

ament, which is that the only way we can generalize is on the ba-

sis of past experience. And yet we know from history—and I

know frommy lifetime—that our deepest intuitions about all sorts

of things, and in particular justice and injustice, can change

dramatically.’’

While the rationalist tradition tends to aspire to produce gener-

alizable knowledge disentangled from historical baggage,

context, and human relations, relationalist perspectives strive

for concrete, contextual, and relational understanding of knowl-

edge, human affairs, and reality in general. Data science andma-

chine-learning systems sit firmly within the rationalist tradition.

The core of what machine-learning systems do can be exempli-

fied as clustering similarities and differences, abstracting com-

monalities, and detecting patterns. Machine-learning systems

‘‘work’’ by identifying patterns in vast amounts of data. Given

immense, messy, and complex data, a machine-learning system

can sort, classify, and cluster similarities based on seemingly

shared features. Feed a neural network labeled images of faces

and it will learn to discern faces from not-faces. Not only do ma-

chine-learning systems detect patterns and cluster similarities,

they also make predictions based on the observed patterns.62

Machine learning, at its core, is a tool that predicts. It reveals sta-

tistical correlations with no understanding of causal mech-

anisms.

Relational ethics, in this regard, entails moving away from

building predictive tools (with no underlying understanding) to

valuing and prioritizing in-depth and contextual understanding.

This means we examine the patterns we find and ask why we

are finding such patterns. This in turn calls for interrogating

contextual and historical norms and structures that might give

rise to such patterns instead of using the findings as input toward

building predictive systems and repeating existing structural in-

equalities and historical oppression. If we go back to the

Bayesian models of inference mentioned in Rationality: the

dominant orthodoxy, we find that such models are prone to

amplification of socially held stereotypes. Repeating Horgan’s

point:25 ‘‘Embedded in Bayes’ theorem is a moral message: If
you aren’t scrupulous in seeking alternative explanations for

your evidence, the evidence will just confirm what you already

believe.’’ A data practice that prioritizes understanding over pre-

diction is one that interrogates prior beliefs instead of using the

evidence to confirm such belief and one that seeks alternative

explanations by placing the evidence in a social, historical, and

cultural context. In doing so, we ask challenging but important

questions such as ‘‘to what extent do our initial beliefs originate

in stereotypically held intuitions about groups or cultures?’’,

‘‘why are we finding the ‘evidence’ (patterns) that we are

finding?’’, and ‘‘how can we leverage data practices in order to

gain an in-depth understanding of certain problems as situated

in structural inequalities and oppression?’’
Data science as a practice that alters the social fabric

‘‘Technology is not the design of physical things. It is the

design of practices and possibilities.’’

Lucy Suchman63

Machine classification and prediction are practices that act

directly upon the world and result in tangible impact.64 Various

companies, institutes, and governments use machine-learning

systems across a variety of areas. These systems process peo-

ple’s behaviors, actions, and the social world at large. The ma-

chine-detected patterns often provide ‘‘answers’’ to fuzzy,

contingent, and open-ended questions. These ‘‘answers’’

neither reveal any causal relations nor provide explanation on

why or how.65 Crucially, the more socially complex a problem

is, the less capable machine-learning systems are of accurately

or reliably classifying or predicting.66 Yet analytics companies

boast their ability to provide insight into the human psyche and

predict human behavior.67 Some even go so far as to claim to

have built AI systems that are able to map and predict ‘‘human

states’’ based on speech analysis, images of faces, and other

data.68

Thinking in relational terms about ethics begins with recon-

ceptualizing data science and machine learning as practices

that create, sustain, and alter the social world. The very declara-

tion of a taxonomy brings some things into existence while

rendering others invisible.7 For any individual person, commu-

nity, or situation, algorithmic classifications and predictions

give either an advantage or they hinder. Certain patterns are

made visible and types of being objectified while other types

are erased. Some identities (and not others) are recognized as

a pedestrian,44 or fit for an STEM career,69 or in need of medical

care.1 Some are ignored and made invisible altogether.

Categories simplify and freeze nuanced and complex narra-

tives obscuring political and moral reasoning behind a category.

Over time, messy and contingent histories and political and

moral stories hidden behind a category are forgotten and trivial-

ized.70 The process of categorizing, sorting, and generalizing,

therefore, is far from a mere technical task. While seemingly

invisible in our daily lives, categorization and prediction bring

forth some behaviors and ways of being as ‘‘legitimate,’’ ‘‘stan-

dard,’’ or ‘‘normal’’ while casting others as ‘‘deviant.’’70 Seem-

ingly banal tasks such as identifying and predicting ‘‘employ-

able’’ or ‘‘criminal’’ characteristics carry grave consequences

for those that do not conform to the status quo.
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Relational ethics encourages us to view data science in gen-

eral, and the tasks of developing and deploying algorithmic tools

that cluster and predict, as part of the practice of creating and

reinforcing existing and historical inequalities and structural in-

justices. Therefore, in treating data science as a practice that al-

ters the fabric of society, the data practitioner is encouraged to

zoom out and ask such questions as ‘‘howmight the deployment

of a specific tool enable or constrain certain behaviors and ac-

tions?’’, ‘‘does the deployment of such a tool enable or limit pos-

sibilities, and for whom?’’, and ‘‘in the process of enabling some

behaviors while constraining others, how might such a tool be

encouraging/discouraging certain social discourse and norms?’’

CLOSING REMARKS

Rethinking ethics is about undoing previous and current injus-

tices to society’s most minoritized and empowering the under-

served and systematically disadvantaged. This entails not

devising ways to ‘‘debias’’ datasets or derive abstract ‘‘fairness’’

metrics but zooming out and looking at the bigger picture. Rela-

tional ethics encourages us to examine fundamental questions

and unstated assumptions. This includes interrogating asym-

metrical and hierarchical power dynamics, deeply ingrained so-

cial and structural inequalities, and assumptions regarding

knowledge, justice, and technology itself.

Ethical practice, especially with regard to algorithmic predic-

tions of social outcomes, requires a fundamental rethinking of

justice, fairness, and ethics above and beyond technical solu-

tions. Ethics in this regard is not merely a methodology, a tool,

or simply amatter of constructing a philosophically coherent the-

ory but a down-to-earth practice that is best viewed as a habit—

a practice that alters the way we do data science. Relational

ethics is a process that emerges through the re-examination of

the nature of existence, knowledge, oppression, and injustice.

Algorithmic systems never emerge in a social, historical, and po-

litical vacuum, and to divorce them from the contingent back-

ground in which they are embedded is erroneous. Relational

ethics provides the framework to rethink the nature of data sci-

ence through a relational understanding of being and knowing.
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